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Chapter 1
Executive Summary

Cryptography is the “black magic,” of theoretical computer science, enabling tasks that often seem

paradoxical or simply impossible. For example, consider the goal of enciphering data in a way
such that only the designated recipient can make sense of it. Even this seemingly simple task
of encryption has eluded mankind for centuries. Wars have been lost because of weaknesses in
encryption methods, thought to be secure. Modern cryptography has provided us with encryption
schemes based on sound mathematical principles giving very strong assurances of security. In fact,
now we have a multitude of cryptographic primitives enabling far more ambitious goals than just
encryption.

Beyond encryption, cryptographers have long wondered if it possible to obfuscate computer
programs. More specifically, can we make computer programs “unintelligible” while preserving their
functionality? Here, “unintelligibility” requirement means that the obfuscated program should hide
the secrets that were embedded inside the original program. This is a very stringent requirement
requiring that no automated “deobfuscator” can derive the secrets that we intend to hide inside
the program. On the other hand, “preserving its functionality” means that the obfuscated program
should be fully executable and have the same input-output behavior as the original program.

Next we explain the “unintelligibility” requirement with the example of how obfuscation can
be used to convert a private key encryption scheme to a public key one. This classical application
of obfuscation was first envisioned by Diffie and Hellman [DH76] with the goal of realizing the first
public key encryption scheme. In a private key encryption scheme it is the same private key that
enables both the tasks of encryption and decryption. So given the secret key one can encrypt a
plaintext and obtain a ciphertext. The same secret key can then be used to decrypt the generated
ciphertext and recover the original plaintext. On the other hand, in the case of a public key
encryption, encryption is done using a public key, enabling encryption by anyone while decryption
is done using the corresponding private key. Diffie and Hellman noticed that an obfuscation of the
program that does the encryption, with the secret key embedded inside it, can be published as the
public key. This would enable encryption by all while still preserving decryption to the holder of
the secret key. This allows for a generic method for converting a private key encryption scheme
into a public key one. In this example, obfuscation attempts to hide the private key inside the
program.

As another example consider the goal of secure software patching, something that is typically
not considered to be in the domain of cryptography. Consider for instance the security software
Norton. Let’s say that one day Norton’s team of software security engineers, finds a bug in their
software and releases a patch to fix this bug. An attacker could reverse-engineer this newly released
patch and figure out what the original bug was. Widespread deployment of software patches takes



a lot of time, certainly a few days and sometimes even weeks. Knowledge of this bug allows an
attacker to attack such unpatched machines on the Internet. This actually turns to be a real
security problem that exists when software patches are released today. Obfuscation offers a very
elegant solution to this problem. If instead of releasing the patch in its unobfuscated form, Norton
was to release the patch in its obfuscated form; then that would keep the patch “unitelligible.” Here
the security bug is the secret which the obfuscation will now be protecting. Of course, once large
scale deployment of the obfuscated patch has completed, Norton could move to a more efficient
unobfuscated version of the patch.

Defining obfuscation rigorously turns out to be somewhat involved. For example, the require-
ment of maintaining functionality implicitly places some limitations on what obfuscation can ac-
complish. In particular, consider a program that on a specified input prints its own code. No
obfuscation method that preserves functionality can successfully hide the code of this program.

The most natural way to define unintelligibility of obfuscation is to require that giving the
obfuscated program is as good as giving black-box oracle access to the program [BGIT01]. More
specifically, whatever an attacker could learn from the obfuscated program could have been learned
using just oracle access to the program implementing that function. However, this notion of obfusca-
tion, has been shown to be impossible albeit only for some unnatural class of circuits. An alternative
weaker notion of obfuscation is indistinguishability obfuscation [BGIT01, GR07, GGH"13b]. This
notion only requires computational indistinguishability of obfuscations of two circuits computing
the exact same functionality. In particular, if two circuits Cy and Cy are such that Cy(z) = Co(x)
for all = then this definition requires that the obfuscation of C, namely O(C1), is computationally
indistinguishable from O(Cy).

Given the impossibility results of Barak et al. [BGIT01], cryptographers were very skeptical
about the existence of general obfuscation results. However, recent works [GGH'13b] provide
plausible candidate constructions based on multilinear maps [BS02, GGH13a]. These works provide
the indistinguishability obfuscation notion. At first sight, this might seem week. Goldwasser
and Rothblum [GRO7], provide strong philosophical argument supporting the meaningfulness of
this notion. In particular they show that (efficiently computable) indistinguishability obfuscators
achieve the notion of Best-Possible Obfuscation: Informally, a best-possible obfuscator guarantees
that its output hides as much about the input circuit as any other circuit (of a certain size).

Current obfuscation methods are prohibitively inefficient. Furthermore, our understanding of
the security of these constructions is limited. Next we provide an overview of the techniques used
to construct multilinear maps, obfuscation and the resulting applications. Details will be provided
in the main body of this report.

1.1 Technical Insights - Multilinear Maps

In his breakthrough result, Gentry [Gen09] constructed a fully-homomorphic encryption scheme
that enabled arbitrary computation on encrypted data without allowing for decryption. However
for many applications, the ability to perform arbitrary computation on encrypted data along with
the ability to check if two ciphertexts encrypt the same message is essential. In his scheme, Gentry
relied on “noise” to hide messages. The presence of noise, which helps hide messages without
restricting arbitrary computation on them, seems to be in conflict with the goal of equality checking.
Recent candidate constructions [GGH13a, CLT13, GGH15] overcome this obstacle by introducing
techniques that enable equality testing even in the presence of noise. Next we present an overview
of how this is achieved in the GGH construction [GGH13a].

The GGH constructions work in polynomial rings and use principal ideals in these rings (and



their associated lattices). In a nutshell, an instance of the GGH construction has a secret short ring
element g € R, generating a principal ideal Z = (g) C R. In addition, it has an integer parameter
g and another secret z € R/qR, which is chosen at random (and hence is not small).

Think of a term like ¢g* in a discrete-log system as an “encoding” of the “plaintext exponent” x.
In GGH, the role of the “plaintext exponents” is played by the elements in R/Z (i.e. cosets of 7),
which is “encoded” via division by z in R,. In a few more details, GGH system provides many levels
of encoding, where a level-i encoding of the coset ez = e + T is an element of the form ¢/z’ mod q
where ¢ € ez is short. It is easy to see that such encodings can be both added and multiplied,
so long as the numerators remain short. This enables the goal of allowing for computation on
the hidden “plaintext exponents.” Additionally, GGH scheme publishes a “zero testing parameter”
that enables to test if two elements encode the same coset at a given level, without violating security
(e.g., it should still be hard to compute x from an encoding of = at higher levels). Namely, GGH add
to the public parameters an element of the form p,; = h - 2"/g mod ¢ for a not-too-large h, where
K is the level of multilinearity. Multiplying an encoding of zero (at the &' level) by p,¢ (mod q)
yields a small element, while multiplying an encoding of a non-zero by p,; (mod ¢) yields a large
element. Hence one can distinguish zero from non-zero, and by subtraction one can distinguish two
encodings of the same element from encodings of two different elements.

Building on the GGH multilinear maps [CLT13, CLT15, GGH15| alternate constructions of
multilinear maps have been obtained. The security of these constructions also relies on new as-
sumptions. The suggested candidate constructions of multilinear map constructions also supported
randomization of encodings. Several attacks have been shown in this setting [CHL™15, CLR15,
CLLT15, CFL*16]. However, typical obfuscation candidate constructions, besides [GLSW15], do
not reply on encodings of zero. Therefore, obfuscation constructions remain unaffected by these
attacks and so we do not include discussion about these zeroing attacks in this report. We re-
mark that very recent attacks [JHC16, MA16] are applicable for the setting where zero’s are not
provided. These attacks can be prevented using the parameters carefully. Finally, a very recent
attack [MSZ16] provides an attack that works directly on certain obfuscation candidates specifi-
cally for the GGH construction. We note that this attack isn’t actually known to break the known
candidates but points to something that we should worry about. Furthermore, we need to develop
defences that would avoid these attacks in a provable sense. We don’t consider this attack in this
report.

1.2 Technical Insights - Obfuscation

As stated, multilinear maps enable arbitrary computing on encrypted data along with ability to
check if two ciphertexts encrypt the same message. Obfuscation is more general and requires
revealing specific functions of encrypted data already which program obfuscation [BGI*T01, BGI*12].
Positive results for obfuscation, without multilinear maps, have been limited to simple classes of
programs such as point functions [Can97, CMR98, LPS04, Wee05, CD08, BC10], testing hyperplane
membership [CRV10] and a few other simple programs [HRsV07, HMLS07, Had10, CCV12]. On
the other hand, multilinear maps based construction work for a arbitrary programs [GGH™13b].
This new construction, the focus of this report, provides a realization of the indistinguishability
obfuscation notion. Many follow up works have improved these candidate construction in several
ways [BR14b, BGK*14, AGIS14, MSW14, BV15, AJ15, BMSZ15, AJS15]

Technically speaking the obfuscation construction is obtained by encrypting the program in
such a manner such that computing the encrypted program on an input is same as evaluating an
input specific polynomial on the encrypted values and checking if it evaluates to zero or not. In



this setting the polynomial for each input is different and this is what enables computation for any
input choice. Security itself is based on the fact that any other (bounded degree) polynomial that
can be computed on the encrypted data evaluates to something random and hence doesn’t reveal
anything.

Note on VBB obfuscation. Even though Virtual black box obfuscation [BGIT01] (VBB in
short) is impossible in general it various flavors of it have been realized for special functions such
as conjunctions [BR13, BR14a, BVWW16] and for general circuits in idealized models [BR14b,
BGK™14]. Our inability to provide more general results can be explained by the negative results
of [BGIT01], who showed that there exist families of “unobfuscatable” functions for which the VBB
definition is impossible to achieve in the plain model. However this result does not apply to the
setting of generic multilinear attacks, in which case the VBB notion can actually be realized [BR14b,
BGK™14]. These works provide evidence that no algebraic attacks (that respect multilinear maps)
against these candidate constructions leak anything beyond what could be leaked in a black-box
manner and provide heuristic evidence that these obfuscation mechanisms offer strong security for
“natural” functions.

1.3 Technical Insights - Applications

Obfuscation radically enhances our tool set and opens a floodgate of applications. One-round
multi-party key-exchange is a classical example. Diffie and Hellman in their seminal paper [DH76]
provided the first construction of a one-round two-party key-exchange protocol which was then
generalized to the three party setting by Joux [Jou00] using Weil and Tate pairings. Obfuscation
can be used realize a result that works for arbitrary number of parties [BZ14, GPSZ16]. Another
very interesting application of obfuscation has been in demonstrating the hardness of finding Nash
Equilibrium [BPR15, GPS15]. Next we describe at length the various applications of obfuscation
to the problem of enabling flexible encryption.

How flexible can we make access to encrypted data? Enabling encryption by arbitrary
parties motivated the invention of public key encryption [DH76, RSA78]. However, enabling fine-
grained decryption capabilities has remained an elusive goal![Sha84, SW05, GPSW06]. Shamir [Sha84]
proposed the problem of non-interactively associating identities with encrypted data, and later Sa-
hai and Waters [SWO05] asked if an encrypter at the time of encryption can non-interactively embed
any arbitrary decryption policy into his ciphertext. All primitive described above enabled en-
crypters with the ability to specify who can decrypt. However at the same time these tools do
not provide for a mechanism to specific what a decrypter can learn. A decrypter learns either the
entire message or nothing about it. More specifically, in functional encryption [BSW11, O’N10],
ciphertexts encrypt inputs x and keys are issued for functions f. The striking feature of this system
is that given an encryption of x, the key corresponding to f can be used to obtain f(x) but nothing
else about x. Furthermore, any arbitrary collusion of key holders relative to many functions f;
does not yield any more information about z beyond what is “naturally revealed” by each of them
individually (i.e. fi(z) for all 7). Using obfuscation, [GGH"13b] give a construction of functional
encryption for general circuits.

'We note that the [GGHT13c] construction gets a weaker indistinguishability notion of security for functional
encryption. However this can be upgraded to natural simulation-based definitions of security using the work of De
Caro et al. [CIJ113].



Witness Encryption. Encryption in all its myriad flavors has always been imagined with some
known recipient in mind. But, what if the intended recipient of the message is not known and may
never be known to the encrypter? For example, consider the task of encrypting to someone who
knows a solution to a crossword puzzle that appeared in the The New York Times. Or, in general,
a solution to some NP search problem which he might know or might acquire over a period of time.
The encrypter on the other hand may even be unaware of the existence of a solution.

[GGSW13] proposed the concept of witness encryption which captures this intuition and re-
alized it based on our noisy multilinear maps. It was later shown in [GGH'13Db] that it can be
based on indistinguishability obfuscation as well. Witness Encryption is closely related to the no-
tion of computational secret sharing for NP-complete access structures, first posed by Rudich in
1989 [Rud89] (see [Beill]). As observed by Rudich, this primitive already suffices for converting
private-key cryptosystems to public-key ones. Witness encryption has found applications elsewhere
as well. Most prominently, Goldwasser et al. [GKP*13] used (a variant of) witness encryption for
constructing a variant of attribute-based encryption scheme for polynomial-time Turing machines,
where the sizes of secret keys depend only on the size of the Turing machine (rather than its run-
time). Furthermore in these constructions, the decryption algorithm has an input-specific runtime
rather than worst-case runtime (at the price of revealing this runtime).

Obfuscation has many other applications and we refer the reader to [SW14, GGHR14] for the
first works on the topic.

1.4 Roadmap

In Sections 2.1 and 2.2 we recall some of the preliminary definitions and concepts needed for ex-
plaining multilinear maps, as needed for constructing obfuscation. The construction for multilinear
maps in provided in Section 2.3. These three sections have been largely taken verbatim from the
authors doctoral thesis. Next we provide a construction of obfuscation for NC! as in [BGK*14] in
Section 3.2 and provide extension to general circuits in Section 3.3 as in [GGH'13b)].



Chapter 2

Multilinear Maps

2.1 Preliminaries I : Lattices

We denote set of complex number by C, real numbers by R, the rationals by Q and the integers
by Z. For a positive integer n, [n] denotes the set {1,...,n}. By convention, vectors are assumed
to be in column form and are written using bold lower-case letters, e.g. @. The ith component
of x will be denoted by x;. We will use 2’ to denotes the transpose of . For a vector x in
R™ or C" and p € [1,00], we define the ¢, norm as |x||, = (Zie[n] ’xi‘p) 1/p where p < o0, and
|2]|oc = max;cy) |2i| where p = co. Whenever p is not specified, ||z[ is assumed to represent the
¢ norm (also referred to as the Euclidean norm).

Matrices are written as bold capital letters, e.g. X, and the 7th column vector of a matrix X is
denoted x;. Finally we will denote the transpose and the inverse (if it exists) of a matrix X with
X7 and X! respectively.

The natural security parameter throughout the report is A, and all other quantities are implicitly
assumed to be functions of A. We use standard big-O notation to classify the growth of functions,
and say that f(A) = O(g(\) if f(A) = O(g(\) - log® A) for some fixed constant c¢. We let poly(\)
denote an unspecified function f(A) = O(X°) for some constant c. A negligible function, denoted
generically by negl(\), is an f(A) such that f(\) = o(A7¢) for every fixed constant c¢. We say that
a function is overwhelming if it is 1 — negl(A).

The statistical distance between two distributions X and Y over a domain D is defined to be
3> uep | Pr[X = d] — Pr[Y = d]|. We say that two ensembles of distributions {X,} and {Y,} are
statistically indistinguishable if for every A the statistical distance between X and Y), is negligible
in A

Two ensembles of distributions { X} and {Y)\} are computationally indistinguishable if for every
probabilistic poly-time (in A) machine A, | Pr[A(1*, X)) = 1] — Pr[A(1},Y)) = 1] is negligible in
A. The definition is extended to non-uniform families of poly-sized circuits in the standard way.

2.1.1 Lattices

A lattice A is an additive discrete sub-group of R", i.e., it is a subset A C R" satisfying the following
properties:

(subgroup) A\ is closed under addition and subtraction,

(discrete) there is an € > 0 such that any two distinct lattice points  # y € A are at distance at
least ||z — y| > e.



Let B = {by,...,b;} C R" consist of k linearly independent vectors in R™. The lattice generated
by the B is the set

L(B —{Bz—ZzzZ z €7},

of all the integer linear combinations of the columns of B. The matrix B is called a basis for the
lattice £L(B). The integers n and k are called the dimension and rank of the lattice. If n = k then
L(B) is called a full-rank lattice. We will only be concerned with full-rank lattices, hence unless
otherwise mentioned we will assume that the lattice considered is full-rank.

The minimum distance A1(A) of a lattice A is the length (in the Euclidean ¢ norm, unless
otherwise indicated) of its shortest nonzero vector: Ai(A) = mingozen ||]|. More generally, the
ith successive minimum A;(A) is the smallest radius r such that A contains i linearly independent
vectors of norm at most . We write A\{° to denote the minimum distance measured in the o, norm
(which as mentioned earlier, is defined as ||z||oc = max |z;|).

For lattices A’ C A, the quotient group A/A’ (also written as A mod A’) is well-defined as the
additive group of distinct cosets v + A’ for v € A, with addition of cosets defined in the usual way.

2.1.2 (Gaussians on Lattices

Review of Gaussian measure over lattices presented here follows the development by prior works [Reg04,
ARO05, MR07, GPV08, AGHS12]. For any real s > 0, define the (spherical) Gaussian function
ps : R® — (0, 1] with! parameter s as:

Va € R", ps(x) = exp(—7 (@, z)/s°) = exp(—l|z|*/s%).

For any real s > 0, and n-dimensional lattice A, define the (spherical) discrete Gaussian distri-
bution over A as:

Vo € A, Dpy(x) = ZS(“’).

Smoothing Parameter. Micciancio and Regev [MRO07] introduced a lattice quantity called the
smoothing parameter, and related it other lattice parameters.

Definition 2.1.1 (Smoothing Parameter, [MRO7, Definition 3.1]). For an n-dimensional lattice A,
and positive real € > 0, we define its smoothing parameter denoted n.(A), to be the smallest s such

that py,(A*\ {0}) < e

Intuitively, for a small enough €, the number 7.(A) is sufficiently larger than a fundamental
parallelepiped of A so that sampling from the corresponding Gaussian “wipes out the internal
structure” of A. The following Lemma 2.1.3 and Corollary 2.1.4 formally provide this claim. The
bounds on 7¢(A) are specified by Lemma 2.1.2. Finally Lemma 2.1.5 provides bounds on the length
of a vector sampled from a Gaussian.

Lemma 2.1.2 ([MRO07, Lemma 3.3]). For any n-dimensional lattice A and positive real € > 0, we

have that
ne(A) < \/111(271(1 +1/e€)) (M),

s

!The Gaussian function can be defined more generally as being centered around a specific vector ¢ instead of 0 as
done here. The simpler definition considered here suffices for our purposes.



The following lemma explains the name “smoothing parameter.”

Lemma 2.1.3 ([MR07, Lemma 4.1]). For any lattice A, ¢ > 0, s > n.(A), and ¢ € R", the
statistical distance between Dy + ¢ mod A and the uniform distribution modulo A is at most €/2.

Corollary 2.1.4 ([GPVO08, Corollary 2.8]). Let A, A’ be n-dimensional lattices, with A" C A. Then
for any € € (0, %), any s > ne(A'), the distribution of (Dy,s mod A') is within a statistical distance
at most 2¢ of uniform over (A mod A’).

Lemma 2.1.5 ([MRO07, Lemma 4.4] and [BF11b, Proposition 4.7]). For any n-dimensional lattice
A, and s > n(A) for some negligible €, then for any constant 6 > 0 we have

Pr {(1 — 8)sy | = < |z < (1+ 8)sy /”] > 1 negl(n).
il:(—DA,S 2 27

2.2 Preliminaries II : Algebraic Number Theory Background

Algebraic number theory is the study of number fields. Here we review the background essential
for understanding our encoding scheme. We consider the special case of cyclotomic number fields
as a special example of particular interest. Much of our description here follows [LPR10], and we
refer the reader to [Jan96, Ste04, Oss08, Wes99] for detailed background reading.

2.2.1 Number Fields and Ring of Integers

An algebraic number field (or simply number field) K is a finite (and hence algebraic) field extension
of the field of rational numbers Q. In this section we will recall definition of some of these elementary
notions.

Definition 2.2.1 (Algebraic Number and Algebraic Integer). We say that ( € C is an algebraic
number if it is a root of a polynomial f(x) € Qlx]|. Furthermore, we say that that ¢ is an algebraic

integer if additionally f(x) is a monic (a polynomial whose leading coefficient is 1) polynomial in
Z[z].

Definition 2.2.2 (Minimal Polynomial). The minimal polynomial of { is the monic polynomial
f(z) € Q[z] of least positive degree such that f(¢) = 0.

The conjugates of ¢ are defined by all the roots of its minimal polynomial.

Proposition 2.2.3 ([Ste04, Lemma 5.1.3]). If ¢ is an algebraic integer, then the minimal polyno-
mial of ¢ is in Z[z].

Proposition 2.2.4 ([Ste04, Proposition 5.1.5]). The set of all algebraic integers form a ring, i.e.,
the sum and product of two algebraic integers is again an algebraic integer.

Now we are ready to define the notion of a number field and its ring of integers.

Definition 2.2.5 (Number Field and Ring of Integers). A number field is a field extension K =
Q(¢) obtained by adjoining an algebraic number ¢ to the field of rationals Q. The ring of integers
of a number field K is the ring

Ok ={z € K : x is an algebraic integer.}

Let the minimal polynomial f(x) of ¢ have degree n. Then because f({) = 0, there is a natural
isomorphism between Q[z] mod f(x) and K, given by = — (, and the number field K can be seen
as an n-dimensional vector space over Q with basis {1,¢,...,¢" !}, This is called the power basis
of K.



The case of Cyclotomic Number Fields. Let (,, = e2™=1/m ¢ C denote a primitive m-th
root of unity. (Recall that an mth root of unity is said to be a primitive root if it is not a kth root
for some 0 < k < m.)

Definition 2.2.6 (Cyclotomic Polynomial). The m-th cyclotomic polynomial, denote by ®,,(x),
1s defined as the product

(a) = [ @ —ch).

keZ?,

m

Observe that the values ¢¥ run over all the primitive m* roots of unity in C, thus ®,,(z) has

degree n = ¢(m), where ¢(m) denotes the Euler’s totient or phi function. Recall that if m is a
positive integer, then ¢(m) is the number of integers in the set {1,2,...,m} that are relatively
prime to m.

It is easy to see that ®,,(z) is monic. It is also known (a nontrivial result due to Gauss) that
®,,(x) is in Z[z] and is irreducible over Q. Therefore (,, is an algebraic integer with the minimal
polynomial ®,,(x).

The cyclotomic polynomial ®,,(z) may be computed by (exactly) dividing 2™ — 1 by the cy-
clotomic polynomials of the proper divisors of n previously computed recursively (setting, ®1(z) =
x — 1) by the same method:

™ —1
(I)m(w) = Hdd<\:nn @d(x) .

Two useful facts about cyclotomic polynomials are that ®,,(x) = I:__ll =™ty +2+1for
prime m, and ®,,(z) = ®,,,(2"/™°) where my is the radical of m, i.e., the product of all primes
diving m. For instance, ®g(c) = z* + 1 and ®g(x) = 2%+ 23 + 1. We will be most interested in the
case when m > 2 is a power of 2 in which case ®,,(z) = 2"/2 + 1. (However, not all cyclotomic
polynomials have 0-1, or even small coefficients: e.g., ®g(x) = 22 — 2+ 1, ®3.5.7 has a —2 coefficient,

and ®3.5.7.11.13(z) has coefficients with magnitudes as large as 22.)

Definition 2.2.7. The mth cyclotomic field Q((,,) (with m > 2) is obtained by adjoining (p, to
Q.

Proposition 2.2.8 ([Jan96, p 48, Proposition 4.3]). The ring of integers in Q(Cm) s Z((ym). This
ring Z(Cm) is called the cyclotomic ring.

2.2.2 Embeddings and Geometry

In this section we will recall various geometric interpretations of a number field and most impor-
tantly define different notion of norm essential for our study.

Canonical Embedding. A number field K = Q(¢) of degree? n has [Wes99, p 9, Proposi-
tion 2.1] exactly n field homomorphisms o; = K < C that fix every element of Q. Concretely,
these embeddings map ¢ to each of its conjugates; it can be verified that these are the only field
homomorphisms from K to C because (’s conjugates are the only roots of (’s minimal polynomial
f(z). An embedding whose image lies in R (corresponding to a real root of f(z)) is called a real

*Recall that a number field K = Q(¢) is isomorphic to Q[z]/f(x) where f(z) is the minimal polynomial of ¢.
The degree of K defined to be the value [K : Q], is same as [Ste04, p 28] the degree of the polynomial f(x). (More
generally, if K C L are number fields, we let [L : K] denote the dimension of L viewed as a K-vector space.)



embedding; otherwise (for a complex root of f(x)) it is called a complex embedding. Because com-
plex roots of f(x) come in conjugate pairs, so too do the complex embeddings. The number of real
embeddings is denoted s; and the number of pairs of complex embeddings is denoted by s3, so we
have n = s1 + 2s3. The pair (s1,s2) is called the signature of K. By convention, we let {0} (s
be the real embeddings, and order the complex embeddings so that o, 15,4 = 05,1, for j € [sa].
The canonical embedding o : K — R x C?%2 is defined as

o(x) = (o1(x),...,on(x)).

The canonical embedding o is a field homomorphism from K to Rt x C?*2, where multiplication
and addition in Rt x C?%2 are component-wise (since o is a ring homomorphism). Due to the pairing
of the complex embeddings, o maps into the following space H C R*! x C2%2 C C":

H={(x1,...,2,) ERT x C*2 : 25,4, 1j = Ts, 75, VJ € [s2]}-

By identifying elements of K with their canonical embeddings in H, we can speak of geometric

canonical norms on K. Specifically, we define the ¢, canonical norm of x, denoted as ||z|[;*" as
1

o), = (Zie[n] |Ui($)|p> ? for p < oo, and as maX;ey] |0i(7)| for p = co. (As always we assume

the ¢ norm when p is omitted.)

Field Norm. The (field) norm of an element a € K is defined as N(a) = Nk g(a) = [[;¢) oi(a).?
Note that the [Wes99, p 43, proof of Lemma 3.2] norm of an algebraic integer is in Z.

Coefficient Embedding. There is also a coefficient embedding 7 : K — Q". As mentioned
earlier, since f({) = 0, there is an isomorphism between Q[z] mod f(z) and K given by x — (. So,
K can be represented as a n-dimensional vector space over Q using the power basis {1,¢,..., ("'},
and 7 maps an element of K to its associated coefficient vector. When identifying an element a € K
as a coeflicient vector, i.e., 7(a) we denote it as a boldface vector a. Note that the addition of vectors
is done component-wise, while the multiplication is done as polynomials modulo f(x). We define

the coefficient norm of a as the norm of the vector a. Specifically, we define the £, coefficient norm
1

of a, denoted as ||al|, or ||a||, as (Zie[n] af); for p < oo, and as max;cp, |a;| for p = co. (As

always we assume the ¢ norm when p is omitted.)

Relationship between Coefficient and Canonical Embeddings. The conversion of an ele-
ment in K = Q[(] (n = ¢(m)) from its coeflicient representation to the canonical one can be seen
as the multiplication of the coefficients of the polynomial by a specific Vandermonde matrix. More
specifically, if a is an element of K in the coeflicient representation then V,, -a is exactly the canon-
ical representation where V,, € C™ " such that its i*" row is the vector (LC#L, fgi, . ,’Q(#*l)ji)
for all j; € Zy,. The matrix V,, when m is a power of 2 is special in the sense that the matrix
% m is unitary. This means that conversions between the canonical embedding and the coefficient

representation corresponds to just a rigid rotation and a scaling.

*More generally, the relative norm Ny, r,(a) of an element a € K over a subfield L C K is [, ,es0i(a), where S
consists of the K-embeddings o; that fix every element in L.

10



Multiplicative Expansion Factor. We define the multiplicative expansion factor ymuir to de-
note (as in [Gen09, p. 71]) the maximal value of % for any a,b € K. (See [LMO06] for a
different definition of the expansion factor for multiplication.) The dependence of i value on
the underlying field K is understood.

Next we will argue (also see [Gen09, Lemma 7.4.3] and [GH10, Section 2.2]) that for the field
K = QJz]/(z™ 4+ 1), ymuit can be upper bounded by /n.

Lemma 2.2.9. Let K = Q[z]/(z™ + 1), for any positive integer n. Ya,b € K and ¢ = a X b we
have that

lell < v/n-[lall - [[b]-

Proof. Consider the ith coefficient ¢; of ¢. First observe that for each i, ¢; is obtained as a dot
product of a and some reordering of entries of b (additionally the signs of some entries can also be
reversed). Therefore we have ¢; < ||a||-||b]|. This allows us to conclude that ||c|| < v/n-||al|-]|b]]. O

Example. Continuing with our example of the mth cyclotomic number field where K = Q({n)
for m > 2, there are 2s9 = n = p(m) complex canonical embeddings (and no real ones), which are
given by 0;(¢n) = (¢, for i € Z¥,. (It is convenient to index the embeddings by elements of Z%,
instead of [n].) For an element z = ¢/ € K in the power basis of K, all the embeddings of = have
magnitude 1, and hence [|z||5*" = /n and ||z||&" = 1. Also considering the coefficient embedding

lzfle = 1.

2.2.3 Ideals in the Ring of Integers

The ring of integers Ok, of a number field K of degree n, is a free Z-module (see [Wes99,
p 39, Theorem 2.22]) of rank n, i.e., the set of all Z-linear combinations of some integral basis
{b1,...,bn} C Ok. Such a set is called an integral basis, and it is also a Q-basis for K. As usual,
there are infinitely many such bases when n > 1.

Continuing with our example of the mth cyclotomic number field K = Q((y,) of degree n =
©(m), the power basis {1, (n,...,(% '} of K also happens to be an integral basis of the cyclotomic
ring Ox = Z[(m]. (In general, it is unusual for the power basis of a number field to generate the
entire ring of integers.)

Definition 2.2.10 (Ideal). An (integral) ideal Z C Og is a nontrivial (i.e., nonempty and
nonzero*) additive subgroup that is closed under multiplication by O — that is, v -g € I for
any r € Og and g € Z. A fractional ideal Z C K is a set such that d- T is an integral ideal for
some d € Ok . The inverse T~! of an ideal T is the set {a € K :a-T C Ok}.

An ideal Z in Op is finitely generated as the set of all K-linear combinations of some gener-
ators gi,g2,... € Ok, denoted Z = (g1, g2,...). (In fact, it is know that two generators [Ste04,
Proposition 9.1.7] always suffice.)

Definition 2.2.11. An ideal T is principal if Z = (g) for g € Og — that is, if one generator suffices.

More useful to us is the fact [Oss08, Proposition 1.6.1] that an ideal (integral or fractional) is
also a free Z-module of rank n, i.e., it is generated as the set of all Z-linear combinations of some
basis {b1,...,bn} C Ok.

“Some texts also define the trivial set {0} as an ideal, but in this work it is more convenient to exclude it.
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Definition 2.2.12. Let 7, J be ideal of a ring R. Their sum is the ideal
I+J={a+b:ac,be J}
and their product Z.J is ideal generated by all products of elements in L with elements in J, or
IJ=(a-b:a€Z,be J).

Two ideals Z, J C O are said to be coprime (or relatively prime) if T + J = Ok-.

2.2.4 Prime Ideals - Unique Factorization and Distributions

In this section we will define the notion of prime ideals and recall some of their properties. A prime
ideal shares many important properties of a prime number in Z.

Definition 2.2.13. An ideal p C Ok is prime if whenever a,b € Ok and ab € p then either a € p
orbep.

Unique Factorization. As per unique-prime-factorization theorem, we have that every integer
greater than 1 is either prime itself or is the product of prime numbers. Similar in any ring of
integers O of the number field K has unique factorization of ideals into prime ideals.

Proposition 2.2.14 (Unique Factorization of Ideals [Ste04, Theorem 6.1.9]). Suppose Z is an
integral ideal of Ok . Then I can be written as a product

IT=9p1...pn
of prime ideals of Ok, and this representation is unique up to order.
Ideal Norm and some of its properties. Now we will define the norm of an ideal and mention
some of the properties about the norms of prime ideals.

Definition 2.2.15. If 7 is an ideal of a ring of integers Ok, we define the norm of T to be
N(Z) = |Ok /1|
where |Ok /Z| dentes the size of the quotient ring O /T.

It is know that [Wes99, p 60, Lemma 2.2] N(ZJ) = N(Z)N(J7).

In Ok, an [Ste04, Proposition 6.1.4] ideal p is prime if and only if it is mazimal, i.e., if the only
proper superideal of p is O itself, which implies that the quotient ring O /p is a finite field of
order N(p).

Proposition 2.2.16 ([Oss08, Corollary 1.6.9]). For a in a ring of integers Ok, let p = (a) be the
principal ideal generated by a, then we have that N(Z) = |[N(a)].

Suppose p is an ideal of a ring of integers Ok, and N(p) = p for some prime integer p € Z.
Then we have that [Oss08, Lemma 1.6.7] p is prime in Og. Note that, many prime ideals do not
have prime norms. In fact [Oss08, Lemma 4.6.1] if p is a prime ideal in a ring of integers Ok, then
N(p) = p" for some prime p € Z and n € N.
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Distribution of Prime ideals. The distribution of prime ideals in number fields is quite anal-
ogous to the distribution of primes in the integers. Just as the prime number theorem states that
the number of primes less than x is approximately z/Inz, we have Landau’s prime ideal theorem.

Theorem 2.2.17 (Landau’s prime number theorem [BS96, Theorem 8.7.2]). Let K be an algebraic
number field of degree n. Let mi(x) denote the number of prime ideals whose norm is < z. Let
£(z) = (Inx)35(Inlnz)~Y>. There is a ¢ > 0 (depending on K ) such that

T (x) = Li(z) + O(ze”%@) ~ ﬁ,

where Li(x) = ;1%

Furthermore the prime ideals in the above theorem are dominated by the ideals of norm a
prime number. Assuming the Generalized Riemann Hypothesis (GRH) [BS96, Conjecture 8.7.3],
a stronger statement [BS96, Theorem 8.7.4] can be made but the above mentioned unconditional
statement suffices for our purposes.

In our constructions we will need results on the distribution of prime ideals that are also princi-
pal. From prime number theorem for arithmetic progressions, we know that the number of primes
less that or equal to x and congruent to a mod n (where a and n are co-prime), is z/(¢(n)Inx).
Similarly one of the consequences of Chebotarév’s density® theorem (see for example [Stel0, Proof
of Lemma 4]) is that the among all the prime ideals in a number field K, % of them are principal,
where h is the class number of K.

We refer the reader to [Lan90, p 77] for a general analytic formula for computing the class
number of any number field K. The class number® of the n-th cyclotomic field K, factors as h'
times h~, where h' is the class number of the maximal real subfield of K. The Brauer-Siegel
theorem (see [Was97, Theorem 4.20]) implies that log(h™) grows roughly as ¢(n)logn as n — occ.
However, h™ tends to be rather small. For n a power of 2, it is conjectured that A™ =1. This is
true for n = 2¥ with k < 7, and also for k = 8 if we assume GRH. This provides for theoretical
evidence that principal prime ideals exist. However since the class number is already exponential
this does not suffice for our purposes.

Nevertheless restricting the Landau’s prime number theorem to principal ideals we can heuris-
tically expect that with noticeable probability a random principal ideal will have a prime norm.

Conjecture 2.2.18. Let K be the n-th cyclotomic field for n a power of 2. For every o = poly(n)
there is a constant ¢ > 1 such that for sufficiently large n we have that

1
Pr [N(f) >20™ s prime] > —.
feDEnJ,[ (f) > and is prime| > e

Smart and Vercauteren [SV10] and Boneh and Freeman [BF11a] follow a similar heuristic in
their applications. Experimental results supporting this heuristic have been provided by Smart and
Vercauteren [SV10].

5Just like Landau’s prime number theorem is a generalization of the prime number theorem, we have the Chebo-
tarév’s density theorem [BS96, Theorem 8.7.9] with generalizes the prime number theorem for arithmetic progressions
[BS96, Theorem 8.4.2] to number fields. Chebotarév’s density theorem is a very technical result building on field
theory and we do not delve into stating it formally. We refer the reader to [SL96] for a very down to earth introduction
to Chebotarév’s Density Theorem.

5We would like to thank Alice Silverberg and Lawrence Washington for pointing [SW13] these facts about class
number of cyclotomic fields to us.
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2.2.5 1Ideal Lattices

Recall that a number field K = Q(¢{) is isomorphic to Q[z]/f(z) where f(x) is the minimal
polynomial of (. Also recall that any ideal Z of Ok is a free Z-module, i.e., it is generated as the set
of all Z-linear combinations of some basis B = {b1,...,b,} C Ok. Therefore under the coefficient
embedding 7, the ideal Z of O yields a rank-n lattice 7(Z) having basis {by,...,b,}, where each
b, = 7(b;). Obviously, addition is done component-wise in the coefficients, and multiplication is
polynomial multiplication modulo the polynomial f(x). We call Z an ideal lattice to stress its dual
interpretation as both an ideal and a lattice. When visualizing it as a lattice we speak of, e.g., the
minimum distance A\ (Z) of an ideal, etc.

As pointed out earlier the mth cyclotomic ring with n = ¢(m) happens to be exactly Z[(m]
which corresponds to the lattice Z™.

Proposition 2.2.19 ([LPR12, p 22]). For any ideal T of the mth cyclotomic ring (with n = ¢o(m))
we have M\, (Z) = M\ (Z).

We will sketch the argument here. Consider the mth cyclotomic field such that n = ¢(m).
Observe that multiplying a shortest nonzero element v € Z by 1,(,...,(" ! gives n linearly inde-
pendent elements of the same length. This allows us to conclude the above proposition.

Invertibility of ring elements. Let R denote the 2n'" cyclotomic ring and let R, denote R/qR
for a prime g. We note that R, is also a ring and not all elements in it are invertible. Let R denote
the set of elements in R, that are invertible. We next provide a lemma of Stehlé and Steinfeld that
points out that a (large enough) random element is R, is also in R with large probability.

Lemma 2.2.20 ([SS11, Lemma 4.1]). Let n > 8 be a power of 2 such that ™ + 1 splits into n
linear factors modulo ¢ > 5. Let o > \/nIn(2n(1 + 1/3))/m - ¢*/™, for an arbitrary § € (0,1/2).
Then

Pr [f modq¢ R;] <n(l/q+ 20).

fHDZ”,o-

2.3 GGH Multilinear Maps

In this section we describe the GGH multilinear maps for the “symmetric setting” Later we explain
how to handle the “asymmetric setting,” which will be needed for our obfuscation construction.
We provide only those details that are essential for understanding the obfuscation construction.

An instance of the GGH construction is parameterized by the security parameter A\ and the
required multi-linearity level k <poly()). Based on these parameters, choose the 2nth cyclotomic
ring R = Z[z]/(z™ + 1) where n is a power of 2 (n is set large enough to ensure security), and a
modulus ¢ that defines R, = R/qR (with ¢ large enough to support functionality). The specific
constraints that these parameters must satisfy are discussed in Section 2.3.2, an approximate setting
to keep in mind is n = O(kA?), and ¢ = 252

2.3.1 The Encoding Scheme

We start by giving the intuition behind the scheme. An instance of the GGH scheme relative to
the parameters above encodes elements of a quotient ring QR = R/Z, where Z is a principal prime
ideal Z = (g) C R, generated by a “short” vector g. Namely, the “ring elements” that are encoded
in our scheme are cosets of the form e + Z for some vector e. The short generator g itself is kept
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secret, and no “good” description of Z is made public in our scheme. In addition, GGH system
depends on another secret element z, which is chosen at random in R, (and hence is not short).
A level-zero (“plaintext”) encoding of a coset e +Z € R/Z is just a short vector in that
coset (which must exist, since the generator g is short and therefore the basic cell of Z is quite
small). For higher-level encodings, a level-i encoding of the same coset is a vector of the form
c/z' € R, with ¢ € e + 7 short. Specifically, for i € {0,1,...,x} the set of all level-i encodings is
S; = {c/7' € Ry : ||c|| < ¢"/®}, and the set of level-i encodings of the “plaintext element” e + T

is SZ-(EJFI) ={c/z" € R,:cce+T, |c| < ¢"®}. Throughout the construction we use the size
of the numerator as the “noise level” in the encoding. Namely, with each level-i encoding c¢/z’ we
produce also an upper bound on ||c]|.

Instance generation: (params,p,;) < InstGen(1*,1%). GGH instance-generation procedure chooses
at random the ideal-generator g and denominator z, as well as several other vectors that are used in
the other procedures and are described later in the section. The denominator z is chosen uniformly
at random in Ry, and hence is not “small” with overwhelming probability. Using Lemma 2.2.20 we
have that z is invertible in R, with overwhelming probability.

Simply draw g from a discrete Gaussian over Z", say g < Dzn , with o = Vv An repeatedly till:

(i) ||gll < oy/n and g is invertible in R,.

(ii) |g~!|| < n¢*1® (in K) for an appropriate constant c. (Recall that we denote K = Q[z]/(z" +
1). The reason that we need g=! € K to be short is explained when we describe the zero-
testing procedure.)

(iii) N(g) is a prime > 20("),

From Lemma 2.3.1 we can conclude that the above described rejection sampling procedure succeeds
in polynomially many trials. Condition (iii) from above, Proposition 2.2.16 and the discussion there
after imply that Z = (g) is a principal prime ideal.

An element p,; that is used as a zero-testing parameter is also generated. This generation
process is described later. The instance-generation procedure outputs params = (n, q, g, z) and py;.

Lemma 2.3.1. If g < Dz 4, then assuming Conjecture 2.2.18 there exists a constant ¢ such that
(i), (ii) and (iil) from above are simultaneously satisfied with a noticeable probability.

Proof. We will proceed by obtaining bounds on probabilities that each of the above conditions (i),
(ii) and (iii) individually holds. Subsequently the lemma follows by a union bound argument.

(i) It follows directly from Lemma 2.1.5 and Lemma 2.2.20 that condition (i) is satisfied with
overwhelming probability.

(ii) Now we argue that with good probability g=! in the field of fractions K is also rather short.

We will argue this by looking at g in terms of the canonical embedding. As pointed in
Section 2.2.2, the canonical embedding representation can be obtained by multiplying the
coefficient representation with the matrix V5,. And this transformation for a power of 2
cyclotomic corresponds to just a rigid rotation and a scaling (thus the spherical Gaussian
distribution is not affected by the transformation). Therefore we have that sampling g from
Dyzn » and considering the canonical embedding is the same as sampling directly the canonical
representation for an appropriately scaled gaussian parameter ¢/, which in our case is at least
w(1). This implies that roughly with probability 1 — o(1/n"!), evaluating g at any complex
2n’th root of unity ¢ € C yields g(¢) which is greater than 1/n°t!,
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Next by taking a union bound, with probability 1 —o(1/n¢) we have g=1(¢) = 1/g(¢) < nct!
for all the primitive 2n’th roots of unity ¢, which means that ||g=1|<%" < n°*!. This implies an
upper bound of ||g ™! || < Tt as well (because for every a € K we have that ||al« < [a]/<2";

see for example [DPSZ11, Theorem 7 and Discussion on p. 39| for a detailed proof). Hence a
bound of ||g~ || < nctL5.

(iii) Conjecture 2.2.18 implies that there exists a constant ¢ such that condition (iii) is satisfied
with probability at least #

Putting the above bounds together and taking a union bound implies the claimed lemma. O

Sampling level-zero encodings: d < samp(params). To sample a level-zero encoding of a ran-

dom coset, just draw a random short element in R, d <= Dzn 5/, where o’ = onvA (for o that was
used to sample g). In Lemma 2.3.2 we argue that the sampled value d corresponds to a random
coset of Z. Finally note that by Lemma 2.1.5 the size of this level-zero encoding is bounded by
o’\/n (and we use this as our noise-bound for this encoding).

Lemma 2.3.2. Let Z = (g) and o’ > vV An||g||, then we have that the distribution d mod Z where
d < Dzn o is close to uniform over Z" mod I, up to negligible distance.

Proof. We can safely assume that A\i(Z) < ||g||. Next according to Proposition 2.2.19 we have
that A\, (Z) = A\ (Z). This along with Lemma 2.1.2 allows us to conclude that with overwhelming
probability

g
<:x/hﬂ2n(14—1/d)'|gn

Mg

7)< \/1n(2n(1ﬂ_—|— 1/)) I

< Vanl|g]|

Finally since we have that o’ > 1y-x(Z), therefore by Corollary 2.1.4 we can conclude that the
induced distribution over the cosets of Z is close to uniform, up to a negligible distance. O

Encodings at higher levels: u; < enc(params, i, d). To allow encoding of cosets at higher levels,

draw d < Dgzn o, for some parameter o/, then compute the encoding as [d/z'], (A more secure
version of sampling is described in [GGH13a]. We use the notation [-],; to denote operations in R,.)

Adding and multiplying encodings. It is easy to see that the encoding as above is additively
homomorphic, in the sense that adding encodings yields an encoding of the sum. This follows
since if we have many short ¢;’s then their sum is still short, || > ;i Cj | < ¢, and therefore the sum
c =) ;¢ =[>;¢cjlq € Ry belong to the coset > ;(c; + I). Hence, if we denote u; = ¢;/z € Ry
then each u; is an encoding of the coset ¢; +Z, and the sum [}, u;, is of the form ¢/z where ¢
is still a short element in the sum of the cosets.

Moreover, since Z is an ideal then multiplying upto s encodings can be interpreted as an
encoding of the product, by raising the denominator to the appropriate power. Namely, for u; =
¢j/z € Ry as above, we have

K
Hj Cj
u = HUj = |— -
ZKZ
j=1 q

q
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As long as the ¢;’s are small enough to begin with, we still have || ][, ¢;|| < ¢, which means that
[[1; ¢jlq = 11, ¢j (where the product [[; ¢; is computed in R), hence [[]; ¢;], belongs to the product
coset [[;(c; +I).

Thus, if each u; is a level-1 encoding of the coset ¢;+Z with short-enough numerator, then their
product is a level-x encoding of the product coset. We note that just like level-1 encoding, level-x
encoding (and in fact any of the intermediate level encoding) also offers additive homomorphism.

Zero testing: isZero(params, py, ;) Z 0/1. Since the encoding is additively homomorphic, GGH
can test equality between encodings by subtracting them and comparing to zero. To enable zero-
testing, GGH generate the zero-testing parameter as follows: Draw a “somewhat small” ring element
h < Dgzn s, such that h ¢ T and set the zero-testing parameter as p,+ = [hz"/gl;. (A more
secure version of sampling is described in [GGH13a].) To test if a level-x encoding u = [¢/z"],
is an encoding of zero, we just multiply it in R, by p,; and check whether the resulting element
w = [Py - ulq is short (e.g., shorter than ¢*/*). Namely, we use the test

Lif [[parulgll,, < ¢®/*

2.1
0 otherwise (21)

isZero(params, p,;, u) = {

In Lemma 2.3.3 we will argue that encodings of zero (such that the numerator is less than q'/ 8)
always pass the zero test. Next in Lemma 2.3.5 we argue that encodings of non-zero cosets pass
the zero test only with a negligible probability.

ql/8
n3/2

Lemma 2.3.3. For any u = [¢/z"], such that ||c|| < ¢*/® and c € T = (g), such that ||g™!|| <
(in K) we have that ||[paulyll,, < ¢*/* where h < Dyn. sz, and pyt = [hz"/g]y.

Proof. To see why this works, we note that

hz" ¢ . .
W = Pu-uU = c T = h-c/g (all the operations in Ry).
If w is an encoding of zero then ¢ is a short vector in Z (containing elements gr for r € R), which
means that it is divisible by g in R. Hence the element ¢/g € R is the same as the element
c-g ! € K. Next we have that ¢-g~! is at most ||c|| - ||lg™|| - ymuit (recall that using Lemma 2.2.9
Myl can be bounded /n). Next we have that ||w| < ||h]| - |lc|l - g7 | - V&, Which for our
choice of parameter is ¢'/% - \/n - ¢'/% - ||g7!|| - n < ¢*/* (Note that by Lemma 2.1.5 we have that
|h|| < ¢'/? - \/n with overwhelming probability). This immediately also gives an upper bound on
the /-, norm of w. O

If w is an encoding of a non-zero coset, then c is a short vector in some coset of Z. In this
case we have w = [c- h/g],, where ¢, g are small (and h is “somewhat small”). Intuitively, since
[h/gl, is large with high probability then for a “random enough” ¢ we expect the size of w to be
large. More formally, we argue below (Lemma 2.3.4) that when choosing a uniformly random coset
of T = (g), there are no short elements c in that coset such that [c- h/g], is small. This will allow
up to conclude Lemma 2.3.5.

Lemma 2.3.4. Let w = [c- h/g|, and suppose ||g - w|| and ||c- h|| are each at most q/2. Suppose
(g) is a prime ideal. Then, either c or h is in the ideal (g).

Proof. Since g -w = ¢ - hmod ¢, and since ||g - w|| and ||c - h|| are each at most ¢/2, we have
g-w = c- h exactly. We also have an equality of ideals (g) - (w) = (¢) - (h), and, since (g) is a
prime ideal and our cyclotomic ring is a unique factorization domain (see Proposition 2.2.14), we
have that (g) divides either (¢) or (h) (or both). The result follows. O
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Lemma 2.3.5. Let ¢ = (D, and (g) be a prime ideal such that ||g| = poly(n). Sample h +
Dy j7 such that h & (g). Then, there is no e >0 and ¢ ¢ T such that ||c|| < q"/® and ||[c-h/gl,|| <

qlfe.

Proof. We are give than ||c[| < ¢'/® and have ||h| < \/g-7 (with overwhelming probability using
Lemma 2.1.5). Hence, using Lemma 2.2.9 we have that |c - h|| < ¢!/*t1/2.n < ¢/2. Also for the
sake of contradiction assume that that w = [¢-h/g], is such that ||w]|| < ¢'~¢. Then again we have
that ||w - g| < ¢'~¢ |lgllv/n < ¢/2 as ||g|| = poly(n) and ¢ = n*(). Now using Lemma 2.3.4, we
have that either ¢ or h is in the ideal (g), which is a contradiction. t

2.3.2 Setting the parameters

In this section we provide the parameters for the basic setting that should be set so that all the
constraints required by the scheme are met. A overview is presented in Table 2.3.2.

Parameter | Constraints Value Set
o By Lemma 2.3.1, ||g| < ov/n, |lg™}| < neths. VnA
o’ By Lemma 2.3.2, o/ > vn\ - ||g||. An/2
q Multiplication of k encoding should
have small numerator. q > 2852 O(K)
By Lemma 2.3.5, ¢ > ne@,
By Lemma 2.3.3, ||g}| < Z;—//z.

Table 2.1: Parameters for our graded encoding scheme.

e The basic Gaussian parameter o that we use to draw the ideal generator, g <— Dz» ,, needs
to be set to satisfy o > 1,-1(Z"), which means that we have ¢ = v An. Then as argued
in Lemma 2.3.1 we have that the size of g is bounded with overwhelming probability by

lgll < ovn=nvx

e Once we have the ideal lattice Z = (g), the Gaussian parameter o’ by Lemma 2.3.2 we should
have o/ > ||g|[v/An. Given the bound from above bound on the size of g, it is sufficient to set
o’ = An3/2, which means that the size of level-zero elements is bounded with overwhelming
probability by An?.

e A level-x encoding is obtained by multiplying  level-one encodings (which will always be
re-randomized). Hence it is of the form [c/z"], with ¢ of size bounded with high probability
by |le|l < (2* - poly(n))* = 25 - nO() | To use Lemma 2.3.5 for level-x encodings, we need
el < ¢/8, so it is sufficient to set ¢ > 285} . nO(¥) With this choice the constraints from

Lemma 2.3.5 (¢ > n*(") and Lemma 2.3.3 (]lg™ || < Z;—//i) are easily satisfied.

e Finally, in order to get A-level security against lattice attacks, we roughly need to set the
dimension n large enough so that ¢ < 2*/*, which means that n > O(kA2).

2.3.3 Asymmetric Variant

We now describe the asymmetric variant of multilinear maps. In this variant we still choose just
one ideal generator g, but several different denominators z; & Ry, 7 =1,...,7. Then, a vector
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of the form ¢/z; € R, with ¢ short is a level-one encoding of the coset ¢ + 7 relative to the “j’th
dimension”. In this case we use vectors rather than integers to represent the different levels, where
for an index w = (w1, ..., w;) € N and a coset ¢ +Z, the encodings of ¢/ 4+ Z relative to the index
w are

.
SiEH) = {c/z* cced+1T, ||| < ¢8, 2 = Hz;‘”}
i=1
To enable encoding in this asymmetric variant, we provide the public parameters y; = [a;/z;], and
{xi; = [bi;/2zjlq}: for all j =1,2,...,k, with short a; € 1 +Z and b; ; € Z. To enable zero-test
relative to index (vy,...,v;) € N7 we provide the zero-test parameter p, = (h-[[I_;2;")/g € R,.
The parameters for this variant will have to be set in order to provide functionality up to >, v;

iV Ok ~ .
levels. In particular, we will need ¢ > 285 n?) and n > O(f-s)\HZZ ).
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Chapter 3

Obfuscation

3.1 Preliminaries

In this section we define the notion of “virtual black-box” obfuscation and indistinguishability
obfuscation. Additionally we recall the definition of branching programs and describe a “dual-
wnput’ variant of branching programs used in our construction.

3.1.1 “Virtual Black-Box” Obfuscation

We roughly the “Virtual Black-Box” Obfuscation (or, VBB for short) definition requires that having
access to the obfuscated circuit is as good as having only oracle access to the circuit.

Definition 3.1.1 (“Virtual Black-Box” Obfuscation). We say that a uniform PPT machine O is
a “Virtual Black-Box” Obfuscator for {C¢},cy., if the following conditions are satisfied:

o Functionality: For every £ € N, every C € Cy, every input x to C':
Pr[(O(C))(z) # C(x)] < negl(|C])
where the probability is over the coins of O.

e Polynomial Slowdown: there exist a polynomial p such that for every £ € N and every C € Cy,
we have that |O(C)| < p(|C).

e Virtual Black-Box: for every PPT predicate A there exist a PPT simulator S, and a negligible
function p such that for all PPT distinguishers D, for every £ € N and every C € Cy:

Pr[D(A(O(C))) = 1] = Pr[D(SC (1)) = 1] < u(|C))
where the probabilities are over the coins of D,A,S, and O.

3.1.2 Indistinguishability Obfuscators

Given that the VBB definition is impossible in general we also consider the weaker indistinguisha-
bility based definition.

Definition 3.1.2 (Indistinguishability Obfuscator (iO0)). A uniform PPT machine iO is called an
indistinguishability obfuscator for a circuit class {Cy} if the following conditions are satisfied:
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e For all security parameters A € N, for all C € Cy, for all inputs x, we have that

Pr[C’(z) = O(z) : €' + iO(\,C)] = 1

e [For any (not necessarily uniform) PPT distinguisher D, there exists a negligible function o
such that the following holds: For all security parameters A € N, for all pairs of circuits
Co, Cy € Cy, we have that if Co(x) = C1(z) for all inputs x, then

‘Pr [D(O(X, Cy)) = 1] — Pr [D(O(A, C1)) = 1]‘ < a(\)

Definition 3.1.3 (Indistinguishability Obfuscator for NC'). A uniform PPT machine iO is called
an indistinguishability obfuscator for NC! if for all constants ¢ € N, the following holds: Let
Cy be the class of circuits of depth at most clog\ and size at most \. Then iO(c,-,) is an
indistinguishability obfuscator for the class {Cy}.

Definition 3.1.4 (Indistinguishability Obfuscator for P/poly). A uniform PPT machine iO is
called an indistinguishability obfuscator for P/poly if the following holds: Let Cy be the class of
circuits of size at most A. Then iO is an indistinguishability obfuscator for the class {Cy}.

3.1.3 Branching Programs

A branching program consists of a sequence of steps, where each step is defined by a pair of
permutations. In each step the the program examines one input bit, and depending on its value the
program chooses one of the permutations. The program outputs 1 if and only if the multiplications
of the permutations chosen in all steps is the identity permutation.

Definition 3.1.5 (Oblivious Matrix Branching Program). A branching program of width w and
length n for (-bit inputs is given by a permutation matric Preject € {0,1}"*" such that Preject 7
Lyxw, and by a sequence:

BP = (inp(i), Bio, Bi,1)

n
=1

where each B;y is a permutation matriz in {0,1}"*", and inp(i) € [€] is the input bit position
examined in step i. The output of the branching program on input x € {0, 1}Z s as follows:

1 Zf H?:l Bivxinp(z‘) = waw
BP(.%) =40 if H?:l Bi,:l?;np(i) = Ireject
1 otherwise

The branching program is said to be oblivious if inp : [n] — [{] is a fized function, independent of
the function being evaluated.

Theorem 3.1.6 ([Bar86]). For any depth-d fan-in-2 boolean circuit C, there exists an oblivious
branching program of width 5 and length at most 4% that computes the same function as the circuit

C.

We present an obfuscation construction that uses a variant of branching programs that we
call dual-input branching programs. Instead of reading one input bit in every step, a dual-input
branching program inspects a pair of input bits and chooses a permutation based on the values of
both bits.
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Definition 3.1.7 (Dual-Input Branching Program). A Oblivious dual-input branching program of
width w and length n for £-bit inputs is given by a permutation matric Preject € {0,1}"*" such that
Preject # Lwxw, and by a sequence

n

BP = (Inpl(z)7 inp2(i)7 {Bi:blva}bl,bge{O,l} )2‘217

where each By, b, is a permutation matriz in {0,1}*", and inp(4),inpy(i) € [¢] are the positions
of the input bits inspected in step i. The output of the branching program on input x € {0, 1}5 18
as follows:

. n _
1 Zf HiZI Bivxinpl(i)vxian(i) - I’wa
. n
BP(l’) - 0 /I’f H’i:l Bivxinpl(i)vxinpg(i) = PrejeCt
1 otheruise

As before, the dual-input branching program is said to be oblivious if both inp; : [n] — [¢] and
inpy : [n] — [¢] are fized functions, independent of the function being evaluated.

Note that any branching program can be simulated by a dual-input branching program with
the same width and length, since the dual-input branching program can always “ignore” one input
bit in each pair.

3.1.4 Straddling Set System

In this section, we define the notion of a straddling set system, and prove combinatorial properties
regarding this set system. This set system will be an ingredient in the obfusctaion construction,
and the specific combinatorial properties that we establish will be essential for the security of the
construction.

Definition 3.1.8. A straddling set system with n entries is a collection of sets S, = {Sip,: 1 €
[n],b €{0,1}} over a universe U, such that

Uie[n)9i,0 = Uign)Sin = U
and for every distinct non-empty sets C, D C S, we have that if:
1. (Disjoint Sets:) C' contains only disjoint sets. D contains only disjoint sets.
2. (Collision:) UgecS = UgepS
Then, it must be that 3 b € {0,1}:
C=1{Sjv}jeln » D =1{Sj0-v}jen -
Therefore, in a straddling set system, the only exact covers of the universe U are {Sj,O}je[n} and

{5'71}]'6[71] .

Construction. Let S, = {S;4,: ¢ € [n],b € {0,1}}, over the universe U = {1,2,...,2n — 1},
where:

SLO = {1}, 52’0 = {2, 3}, Sg,() = {4, 5}, ey Si,O = {22 — 2, 21 — 1}, ey Sn,() = {2??, — 2, 2n — 1};
and,

5171 = {1, 2}, 52’1 = {3,4}, ey Si,l = {Q’i—l, 2Z}, ceey Sn,1,1 = {2n—3, 2n—2}, Sn,l = {Zn—l}

The proof that Construction 3.1.4 satisfies the definition of a straddling set system is straight-
forward and is skipped.
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3.2 Obfuscation Candidate for NC!

In this section we describe the “virtual black-box” obfuscator O for NC!. Next we show how one
this obfuscation can be bootstrapped to obtain an obfuscation for arbitrary circuits. The security
of this candidate is argued in [BGK'14].

Input. The obfuscator O takes as input a circuit and transforms it into an oblivious dual-input
branching program BP of width w and length n for /-bit inputs:

n

BP = (inpl(i), ian(i)’ {Bi,bth }b1,b2€{0,1} )1'21'

Recall that each B;p, 4, is a permutation matrix in {0,1}"**, and inp,(i),inpy(i) € [¢] are the
positions of the input bits inspected in step <. Without loss of generality, we make the following
assumptions on the structure of the brunching program BP:

e In every step BP inspects two different input bits; that is, for every step i € [n], we have

inpy () # inpy (7).

e Every pair of different input bits are inspected in some step of BP; that is, for every j1, j2 € [(]
such that j; # ja there exists a step ¢ € [n] such that (inp; (), inpy(7)) = (j1, j2)-

e Every bit of the input is inspected by BP exactly ¢ times. More precisely, for input bit j € [¢],
we denote by ind(j) the set of steps that inspect the j’th bit:

ind(j) = {i € [n] :inpy (i) = j} U {i € [n] inpy(i) = j} .

We assume that for every input bit j € [¢], |ind(j)] = ¢'. Note that in every step, the j’th
input bit can be inspected at most once.

Randomizing. Next, the Obfuscator O “randomizes” the branching program BP as follows.
First, O samples a prime p of length O(n). Then, O samples random and independent elements as
follows:

e Non-zero scalars {op, b, € Zp, : 1 € [n],b1,b2 € {0,1}}.
e Pair of vectors s,t € Z,).
e n + 1 random full-rank matrices Ry, R1,..., Ry € Z;"".
Finally, O computes the pair of vectors:
s=s""Ry', t=R, t,
and for every i € [n] and b1, b2 € {0,1}, O computes the matrix:

> —1
Bipy by = Ri—1 - Bipy by - ;-
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Initialization. For every j € [/], let §/ be a straddling set system with ¢ entries over a set Uj,
such that the sets Uy, ..., Uy are disjoint. Let U = Uje[f] Uj, and let Bs; and B; be sets such that

U, By, B; are disjoint. We associate the set system S/ with the j’th input bit. We index the elements
of S/ by the steps of the branching program BP that inspect the j'th input. Namely,

& = {81,k cind(i).be {0.1}}.

For every step ¢ € [n] and bits by, be € {0,1} we denote by S(i, b1, b2) the union of pairs of sets that
are indexed by i:

S(i,bl,bg) — Sinpl(i) U SinPQ(Z‘) .

i,b1 i,b2

Note that by the way we defined the set ind(j) for input bit j € [¢], and by the way the elements
of S are indexed, indeed, Sz'.?bzl(z) e SinP(d) and S;?bzz(l) € Sinpa(i),

O generates the parameters g, z, p,; for multilinear mops. Next it interprets each of the above
terms in Z, as a small element from the corresponding coset on Z = (g). We use the asymmetric
setting of multilinear maps with the universe set U U B;U B;. Here we need to encode the following
values:

(s-t,Bs U By),
{171 B, (#11] Be)} e
(@i, g, S(3, 01, bQ))}iE[n],bLbzG{O,l}

b1 b - Bibs bl K1, (i, b1, b }
{(@pns BuomliHSGbLENY
We denote the encoding of the element « at level S by [a]g . For a matrix M, [M]g denotes
a matrix of encodings such that [M]q [, k] is the encoding of the element (M[j, k|, S). Using this
notation, O outputs the obfuscation as:

S t s-t le% ) [a - B }
Blo,» [Elp o {[ hitalso > |t Bin s(i,bl,zm)}ie[n],bl,zue{o,l}

Output. The obfuscator O outputs the above described encodings and the p,; parameter.

Evaluation. Given two encodings [a]g and [5]s, we can obtain the sum as [a]gs + [5]s. Similarly,
given two encodings [a]s, and [ag]g, such that S1NSe = (), we obtain the product as [a]s; - [@2]s,-
Given two matrices of encodings [M]g, , [Ma]g,, we define their matrix multiplication in the natural
way, and denote it by [Mi]g, - [Ma]g,.

For input z € {0,1}¢ to O(BP), and for every i € [n] let (b%,b%) = (Tinp, (i)> Tinp,(s))- On input
x, O(BP) obtains the following encodings:

n n

~ ~ 7 /
h=s-]1 {aivb'i’bé 'Bi:b’ivbé} SGbLbY) [tp, W'=ltsum ] [ai:b’ivbé} S(ibi b)

i=1 i=1

O(BP) uses p,; to check if A’ — h is not an encoding of 0. If the zero test outputs 1 then O(BP)
outputs 1, and otherwise O(BP) outputs 0.
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Correctness. By construction we have that A’ — h is an encoding of 0 if and only if:

H szbz' szbz t—S t- Halbzbz

<s ﬁglbzbz t—s- t) l_Io%b1 i

=1

s Ryt [T (Rict - Bigyo - B - Ry ‘t—s't> H%bz b

=1

n
(HBz biba — wxw) ‘t‘HO‘i,bi,bé
=1

From the definition of the branching program we have:

n
BP(2) = 1 & [ Bivi s, = Lwxw
i=1
Thus, if BP(x) = 1 then O(BP) outputs 1 with probability 1. If BP(z) = 0 then O(BP) outputs
1 with probability at most 1/p = negl(n) over the choice of s and t.
It is left to show that when multiplying two matrices of of encodings [Mi]g, - [M2]g,, none of
the addition or multiplication calls fail as long as S; N So = (). Therefore, to show that none of the
addition or multiplication fail, it is enough to show that following sets are disjoint:

B,, By, S(1,b1,03),...,S(n, b7, b)) .

Their disjointness follows from the fact that Uy, ..., Uy, B, By are disjoint, together with definition
of S(i,b%,b5) and with the fact that for every set system S, for every distinct 4,4’ € ind(j), and for
every b € {0,1}, we have that Sj N S, »=0.

Finally zero testing is pos&ble as the encoding h—h' corresponds to the entire universe. Namely,
we have that:

(Usa,zﬁ,z@) UB;UB;=UUB,UB; ,

which follows from the following equalities:

n L
|J S0, b}, bb) U St u s U U sg,xi =Ju;=U".
i=1 J=1

j=1keind(j

We refer the reader to [BGK™14] for security analysis of this construction.

3.3 Amplifying to Poly-sized Circuit Indistinguishability Obfus-
cation

In this section we present Poly-sized Circuit Indistinguishability Obfuscation from an indistin-
guishability obfuscator, iOyc1, for circuits in NC!. In addition to i©, our construction makes
use a Leveled Homomorphic Encryption. We let (Setuprgg, Encryptrgg, Decryptpy g, Evalpug)
be a leveled homomorphic encryption scheme. Furthermore, we assume the decryption algorithm
Decryptp g can be realized by a family of circuits in NC! and that the system has perfect correct-
ness.
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3.3.1 Our Construction

Consider a family of circuit classes {C)} for A € N where the input size, n, and the maximum
circuit size are polynomial functions of \. Let {U\,} be a poly-sized universal circuit family for
these circuit classes, where Uy(C,m) = C(m) for all C' € {C,} and m € {0,1}". Furthermore, all
circuits C' € {C,} can be encoded as an ¢ = ¢(\) (a polynomial functions of A) bit string as input
to U. We note that this may require some padding since circuits in the family are not required to
be all of the same size.

We show how to build an iO for such a circuit class given an indistinguishability obfuscator,
1O, for circuits in NC!.

Our construction is described by an obfuscation algorithm and an evaluation algorithm.!

- Obfuscate(1*,C € Cy): The Obfuscate algorithm takes the security parameter A and a circuit
C and computes

1. Generate (PKk:yp, SKEyg) < Setuppyp(1?) and (PK% 5, SKe:gp) < Setuppyp(17t).
The number of levels in leveled HE scheme should be set to be the depth of Uy.

2. Encrypt g1 = Encryptpyp(PKh g, C) and g2 = Encryptpp(PK% 5, C). Here we assume
that C is encoded in a canonical form as an ¢ bit string for use by the universal circuit
U)\(.7 )

3. Generate an NC! obfuscation for program P1(5Kruz:91,92) a5 P = iOnct (Pl(SK}VHE’g1 92)),
(See Figure 3.1.)

4. The obfuscation components are output as: o = (P, PK};HE7 PK%HE,gl, g2)-

- Evaluate(o = (P,PKL 1, PKZ 5, 91, g2), m): The Evaluate algorithm takes in the obfuscation
output ¢ and program input m and computes the following.

1. Compute e; = Evalpgp(PKL 5, Ur(-,m), g1) and ez = Evalppp(PK% 4 5, Ur(-,m), g2). 2

2. Compute a low-depth proof ¢ that e; and es were computed correctly. (Note that
verification of any computation can be done in NC!.) We note that this statement for
which proof is being given is in P

3. Run P(m,ej,e2,¢) and output the result.

Correctness To verify correctness we first check that the size of the circuits evaluating P1SKrmu5:91.92)
are in NC!. Step 1 of the program is in NC! since it involves verification of a low depth proof.
The second step of the program is also in NC! since we use an HE scheme with decryption in NC!.
Since both steps are in NC' therefore the entire circuit is in NC'.

The correctness of HE implies that the evaluated ciphertext e; will be an encryption of the
value U(C,m) = C(m). Next the correctness of the iOynct implies that P implements the same
function as P1. These two facts together imply correctness of the obfuscation scheme.

!Technically, we could make do with just a single obfuscation algorithm that outputs a circuit description as is the
convention given in Section 3.1. However, for the exposition of this construction we have the obfuscation algorithm
output cryptographic material that is used by the evaluation algorithm.

2The circuit Uy (-, m) is the universal circuit with m hardwired in as an input. This in hardwired circuit takes in
an ¢ bit circuit description C' as its input and evaluates to U(C, m).
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P1

Given input (m, e1, €2, @), P1(SKEm£:91:92) proceeds as follows:

1. Check if ¢ is a valid low-depth proof for the NP-statement:

e1 = Evalpp(PKp g, Un(m), 1)\ €2 = Evalpu (PR gy, Ua (-, m), g2).-

2. If the check fails output 0; otherwise, output Decrypty s (€1, SKi )

Figure 3.1:
P2

Given input (m,eq, ez, d), P2(SKE s £:91:92) proceeds as follows:

1. Check if ¢ is a valid low-depth proof for the NP-statement:
e1 = Evalpup(PRpyg, Us(m),01) [\ €2 = Evalpnp(PKE g, Ur(-,m), g2).

2. If the check fails output 0; otherwise, output Decrypt .z (€2, SK3 g5 )-

Figure 3.2:

3.3.2 Proof of Security

We prove that for all Cy,Cy € Cy such that they are functionally equivalent, there can be no
poly-time indistinguishability attacker that can distinguish between the obfuscations of Cy and C1.

We organize our proof into a sequence of hybrids. In the first hybrid the challenger obfuscates
Cy. We then gradually change the obfuscation in multiple hybrid steps into an obfuscation of Cf.
We show that each successive hybrid experiment is indistinguishable from the last, thus showing our
obfuscator to have indistinguishability security. The proof hybrid steps themselves primarily weave
back and forth in between changing the underlying ciphertexts and the programs that are used in
a two-key proof type manner. The changes program that we will use is described in Figure 3.2.

Sequence of Hybrids

- Hyby: This hybrid corresponds to a honest execution of the Indistinguishability Obfuscation
game where Cj is obfuscated.

- Hyb;: Same as hybrid Hyb,, except we generate g1 = Encryptp 5 (PKk 55, Co), 92 = Encryptpy p(PK2 5, C1).
Now ¢ and gs encrypt different circuits.
Computational indistinguishability between Hyb, and Hyb, follows from the semantic security
of the encryption scheme.
- Hyby: We still generate g1 = Encryptpyp(PK: 5, Co) and g = Encryptpy p(PK2 g, C1) as
in Hyb;. Now P is created as P = iONC1(P2(SK%HE’91’92)).
Computational indistinguishability between Hyb; and Hyb, follows from indistinguishability

obfuscation of NC! obfuscator.

- Hybs: We now generate g1 = Encryptppyp(PKhyg, C1) and g = Encryptpy s (PK% e, C1).
The obfuscated program P is still created as P = i(’)Ncl(PZ(SKQFHEvglvf’?)).
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Computational indistinguishability between Hyb, and Hyb; follows from the semantic security
of the encryption scheme.

Hyb,: We still generate g1 = Encryptpy p(PKL 5, C1) and go = Encryptpyp(PK2 55, C1) as
in Hybs. Now P is created as P = i{Oyt (Pl(SK}”HEﬂl’g?)). Note that this hybrid corresponds
to obfuscation of C7.

Computational indistinguishability between Hybs; and Hyb, follows from indistinguishability
obfuscation of NC! obfuscator.
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